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A B S T R A C T

Antarctic pack-ice seals, a group of four species of true seals (Phocidae), play a pivotal role in the Southern
Ocean foodweb as wide-ranging predators of Antarctic krill (Euphausia superba). Due to their circumpolar dis-
tribution and the remoteness and vastness of their habitat, little is known about their population sizes.
Estimating pack-ice seal population sizes and trends is key to understanding how the Southern Ocean ecosystem
will react to threats such as climate change driven sea ice loss and krill fishing. We present a functional pack-ice
seal detection pipeline using Worldview-3 imagery and a Convolutional Neural Network that counts and locates
seal centroids. We propose a new CNN architecture that detects objects by combining semantic segmentation
heatmaps with binary classification and counting by regression. Our pipeline locates over 30% of seals, when
compared to consensus counts from human experts, and reduces the time required for seal detection by 95%
(assuming just a single GPU). While larger training sets and continued algorithm development will no doubt
improve classification accuracy, our pipeline, which can be easily adapted for other large-bodied animals visible
in sub-meter satellite imagery, demonstrates the potential for machine learning to vastly expand our capacity for
regular pack-ice seal surveys and, in doing so, will contribute to ongoing international efforts to monitor pack-ice
seals.

1. Introduction

The Southern Ocean (SO) harbors major seasonal hotspots for pri-
mary productivity (Arrigo and Dijken, 2003). The cold, nutrient rich
waters of the SO play a fundamental role regulating global climate,
both by absorbing large amounts of heat and sinking fixed carbon
(Frölicher et al., 2015; Morrison et al., 2016). Food webs in the SO are
trophically shallow (Clarke, 1985), but they more than compensate in
terms of biomass, sustaining massive concentrations of phytoplankton
consumers (Bester et al., 2002a; Nowacek et al., 2011). Among these
consumers, a small crustacean, Antarctic krill (Euphasia superba), is
especially important; krill is the main food item for a wide range of
upper tier consumers, from fish and penguins to seals and whales, and
serves as a fundamental link between predators and primary producers.
Due to krill's role in the SO food web, assessing and tracking Antarctic
krill stocks is central to Antarctic ecology. This is especially true now
that climate change (Flores et al., 2012; Klein et al., 2018), ocean
acidification (Kawaguchi et al., 2013) and krill fisheries (Forcada et al.,
2012) threaten to shift the abundance and distribution of this key
Antarctic species. Challenging our efforts to track Antarctic krill,
however, is its small size and patchy distribution (Voronina, 1998). One

way to circumvent those difficulties is to use krill predator abundances
as a proxy for krill distribution (Huang et al., 2011). Antarctic pack-ice
seals (crabeater seals [Lobodon carcinophaga], Weddell seals [Lepto-
nychotes weddelli], leopard seals [Hydrurga leptonyx] and Ross seals
[Omnatophoca rossii], within the Phocidae family), as a group, represent
a promising vehicle to gauge krill stocks for they are not only key krill
consumers (Botta et al., 2018; Forcada et al., 2012; Hückstädt et al.,
2012; Siniff and Stone, 1985) but they are also large enough to be in-
dividually spotted with high spatial resolution satellite imagery.

The potential of pack-ice seals as indicators of environmental health
in the SO has not gone unnoticed; polar ecologists have channeled
sizeable efforts into estimating pack-ice seal population sizes, the most
notable of these attempts being the Antarctic pack-ice seal (APIS)
project (Anonymous, 1997), a joint effort of six countries to estimate
Antarctic seal populations using aerial surveys (Ackley et al., 2006).
Conducting such large-scale aerial survey programs in Antarctica is
extremely expensive, necessarily requiring extensive collaboration
among Antarctic national programs. Fortunately, very high spatial re-
solution (VHR) satellite imagery may soon be a viable alternative for
aerial surveys, providing greater spatial coverage and, due to its dra-
matically lower cost, increased repeatability. The use of VHR satellite
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imagery for wildlife survey has exploded in recent years, and includes
demonstration projects for southern elephant seals (McMahon et al.,
2014), polar bears (Stapleton et al., 2014) and African ungulates (Xue
et al., 2017; Yang et al., 2014), as well as seabird species whose pre-
sence and abundance can be estimated indirectly using the guano stain
at the colony (LaRue et al., 2014; Lynch et al., 2012). Pack-ice seals,
while large enough to be seen in VHR imagery, are particularly hard to
detect since their preferred haul out environment (pack ice; Bengtson
and Stewart, 1992; Lake et al., 1997) changes on short (hourly) and
long (seasonal) time scales and the information content of each in-
dividual seal in an image is exceptionally low (Fig. 1).

Though it is possible to find seal-sized objects in VHR imagery
manually, this laborious approach is only feasible at local scales (e.g.,
LaRue et al., 2011), introduces observer biases (Dickinson et al., 2010),
and is not easily scaled to allow annotation of every high spatial re-
solution image captured within the range of pack-ice seals. Thus, re-
peatable, large scale wildlife surveys require automated detection sys-
tems (Conn et al., 2014). Traditional pixel or object-based methods for
remote sensing scene understanding (RSISU) (e.g. Koju et al., 2018;
McNabb et al., 2016), perhaps due to their reliance on hand-crafted
features and spectral signatures, struggle at the increased granularity
posed by high spatial resolution satellite imagery. As is the case for
many fields such as computer vision (Voulodimos et al., 2018) and
natural language processing (Do et al., 2019), deep learning, in the
specific flavor of Convolutional Neural Networks (CNNs), are now the
state-of-the art for RSISU (Gu et al., 2019), and is likely our best can-
didate for automated seal detection in high spatial resolution imagery.
CNNs work by learning a series of convolution kernels – analogous to
image processing kernels – as they learn to map inputs in the training
data to their corresponding labels. CNNs have now been successfully
employed in many ecological settings such as identifying whales
(Borowicz et al., 2019; Polzounov et al., 2016), finding mammals in the
African Savanna with UAV imagery (Kellenberger et al., 2018) and
classifying animals in camera trap pictures (Norouzzadeh et al., 2018).

In this work, we explore the viability of CNNs to locate pack-ice
seals in Antarctica and the scalability of this approach, with the ulti-
mate goal of facilitating continental-scale population counts for pack-
ice seals and other large bodied animals. Like many other wildlife de-
tection sampling schemes (Kellenberger et al., 2018; Xue et al., 2017),
however, the vast majority of the VHR imagery contains no true posi-
tives (i.e. seals), creating the potential for significant false positives
even if the false positive rate is low. We propose a seal detection pi-
peline that i) determines whether a portion of the image is occupied by
seals; ii) counts seals in that portion of the image and; iii) locates the
centroid of each identified seal. All of the above is performed in a single

pass with our proposed CNN architecture, SealNet.1 In our validation
and test sets, this approach is superior to pure regression or semantic
segmentation approaches.

2. Methods

2.1. Selecting imagery

For this pipeline, we use Worldview 3 (WV03) imagery provided by
DigitalGlobe, Inc., which has the highest available resolution for com-
mercial imagery with a 0.3m resolution at nadir in panchromatic
imagery and 1.5m with 16 multispectral bands (Red, Green, Blue, Red
Edge, Coastal, Yellow and 2 near-infrared bands). Only the panchro-
matic band was used for this work because individual seals are difficult
to spot at lower resolutions and because the color information is not
highly informative for classification (at least for human interpreters).
Due to GPU memory limitations imposed by our CNN architecture, we
subdivide WV03 scenes into 224× 224 pixel images (hereafter ‘pat-
ches’) (Fig. 2). Prior to prediction, each WV03 scene is split into ap-
proximately 500,000 patches, keeping a 75% overlap between neigh-
boring patches to ensure corners are not overlooked by the CNN
classifier.

2.2. Building a training set2

A training set with 75,718 raw training samples was manually as-
sembled to train seal detection CNNs. Raw training samples are gen-
erated by extracting 450× 450 pixel images (hereafter ‘raw training
patches’), roughly covering two hectares, at predefined locations (i.e.
training points) on a total of 34 WV03 scenes (Fig. 3) selected from the
Polar Geospatial Center catalog. Training points were annotated by
visually inspecting WV03 scenes for locations with the 10 following
features: seals on pack ice, seals on fast ice, emperor penguin colonies,
marching emperor penguins, cracks on the sea ice, glaciers, fast-ice,
pack ice, rock outcrops and open water. For the last seven categories
(background/non-target), we place an array of equidistant training
points, separated by 100m, over areas where a particular class was
predominant, removing any occasional points that did not fit into that
class. For emperor penguin colony points, we covered colonies with a
similar array of equidistant points, with a 10m distance between
neighboring points. Groups of three or more emperor penguins ar-
ranged in lines were labeled as marching emperors, with training point

1 m 1 m 1 m

Fig. 1. Individual pack-ice seals viewed in panchromatic WV03 imagery. Scale bar shows one meter, with a typical seal about 2.5m long covering 20–30 pixels (in
total). All three seals in this image were extracted from the same scene, but resolution may change depending on the angle at which the image was captured by the
WV03 sensor.
Satellite imagery copyright DigitalGlobe, Inc. 2019.

1 https://github.com/iceberg-project/Seals/tree/paper/SealNet_code.
2 https://github.com/iceberg-project/Seals/blob/paper/SealNet_code/

training_set_generation.ipynb.
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annotations centered on one of the penguins. Since crabeater seals, Ross
seals and leopard seals are confined to pack-ice habitat (Ballard et al.,
2012; Bengtson et al., 2001; Southwell et al., 2012), and the first spe-
cies is far more abundant than the latter two (Southwell et al., 2008b,
2008c, 2008a), every seal on pack-ice in our training is assumed to be a
crabeater seal. Seals on fast ice are assumed to be Weddell seals since
that is the only one of the four species that is strongly associated with

fast ice habitat (Bengtson et al., 2001; Southwell et al., 2012). To re-
duce our annotation effort, our seal training points – both Weddell and
crabeater – consist of a single point, placed at the centroid of each seal.
When generating seal training images, we include the location of seal
centroids within those images along with the image itself – necessary to
derive ground truth seal locations and counts within training patches.
Finally, our seal detection CNN, trained on the training set described
above, was deployed on 18 new scenes, where seals could not be found
upon visual inspection, generating a total of 10,766 training points,
which were then added to the training set as a separate class for seal-
shaped shadows. To evaluate and select models during training, our
training data was split into training and validation sets. To prevent
spatial overlap between training and validation images, we split entire
groups of seals between training and validation, keeping roughly 90%
of the seal training points for training and the remaining for validation.
Background class training points were split by scene, where each scene
with training points for a given background class is either used for
training or validation. Background scenes were also split to keep
roughly 90% of the training points for training and the remaining 10%
for validation.

2.3. Setting up the convolutional neural network

Our seal detection pipeline (Fig. 4) detects seal centroids in VHR
imagery following 4 steps: 1) tile input scene into ‘patches’ that can be
classified using the CNN; 2) run each patch through the CNN to get a
probability of harboring one or more seals (occupancy probability), a
seal count, and a seal centroid intensity heatmap; 3) remove predictions
below a predefined occupancy probability threshold; and 4) find the n
greatest intensity peaks in the heatmap, where n is the seal count. Our
proposed CNN architecture was assembled by adding two branches to
the U-Net (Ronneberger et al., 2015) architecture: a branch for occu-
pancy, branching out of the second U-Net max-pooling layer, based on
the DenseNet (Huang et al., 2017) architecture and a branch for
counting, branching out of the fourth U-Net max-pooling layer, based
on the WideResnet architecture (Zagoruyko and Komodakis, 2016).
Apart from the regular intensity heatmap output from U-Net, our ar-
chitecture also outputs an occupancy probability and a seal count. All
CNNs used here were implemented in PyTorch (Paszke et al., 2017).

2.4. Training3

Our U-Net variant is trained to minimize the difference between
predicted seal counts and true seal counts, the difference between
predicted occupancy and true occupancy (‘1’ if there is at least one seal
in the patch, ‘0’ otherwise), both measured with a Huber loss, and the
difference between the predicted heatmap, with a sigmoid transform,
and an array with ‘1’ over seal centroid pixels, smoothed around the
centroid with a 5× 5 gaussian kernel, and ‘0’ anywhere else – mea-
sured with a binary cross-entropy loss. To ensure that seal training
images and seal centroids within those training images are as important
during training as the more prevalent background training images and
non-centroid pixels, binary cross-entropy losses were weighted using
the ratio between the former and the latter. Training is performed using
an AdamW optimizer (Loshchilov and Hutter, 2019) for 75 epochs (i.e.
75 complete runs through the training set), with an initial learning rate
of 1× 10−3, which was gradually tapered down to 1× 10−5 using a
cosine annealing learning rate scheduler (Loshchilov and Hutter, 2017),
and a batch size of 64. Training images are sampled with replacement
from the training set using a weighted sampler that ensures equal re-
presentation between training classes. Training images are normalized
to have similar means and variances and augmented using left-right

Scene

10 km

Patch
100 m

Fig. 2. Sampling scheme. WV03 scenes are split into smaller ‘patches’ to fit
CNN requirements for input size. To create a training set, 450×450 training
patches are extracted around features of interest (light-blue circles) on a scene,
which may overlap depending on how close features are and CNN input size
(orange squares on the bottom right). For prediction, whole scenes get chopped
into 224× 224 pixel patches using a sliding-window approach, with a stride
that keeps a 75% overlap on both x and y axes. (For interpretation of the re-
ferences to color in this figure legend, the reader is referred to the web version
of this article.)
Satellite imagery copyright DigitalGlobe, Inc. 2019.

Fig. 3. Training set scenes. Locations of the 52 WorldView-3 scenes used on the
training set are marked with light-blue squares. Scenes with spatial overlap
were captured at different times. Training set scenes range from October 2014
to February 2017. The scarcity of offshore scenes in our training set reflects the
preponderance of coastal scenes on available WV03 imagery. (For interpreta-
tion of the references to color in this figure legend, the reader is referred to the
web version of this article.)
Antarctic basemap extracted from Quantarctica (Matsuoka et al., 2018).

3 https://github.com/iceberg-project/Seals/blob/paper/SealNet_code/
model_search_stable.ipynb.
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mirroring, bottom-up mirroring, random rotations (0–180), slight
changes to brightness and contrast, random resized crops (0.675–1.2 of
original scale, keeping the original aspect ratio) to the input size re-
quired by the CNN (224×224 in the current pipeline) and hide-and-
seek transformations (Singh et al., 2018). Whenever cropping and hide-
and-seek transformations are applied to training images, seal locations
within these, the number of seals on them, and whether they are oc-
cupied are updated to reflect those of the augmented sample. For
testing purposes, models were retrained with the same hyperparameter
settings using all training and validation samples for 150 epochs.

2.5. Validation

Our model is validated at the end of each epoch. Prior to predic-
tions, validation images are normalized and center-cropped to the di-
mensions required by the CNN. Similar to training, true counts and seal
locations are adjusted to cropped validation images. Raw predictions on
the validation set are converted to precision,

=
+

precision truepositives
truepositives falsepositives

recall

=
+

recall truepositives
truepositives falsenegatives

and F1 score

=F precision recall1

where predicted seal centroids separated by no more than 5 pixels from
a ground-truth seal centroid are considered true positives. At the end of
each validation phase, validation losses, precision, recall and F1 scores
are recorded. Whenever the F1 score surpasses the previous best score,
a model checkpoint with the weights for that formulation is saved.

2.6. Testing4

To test how SealNet generalizes to new imagery, we estimated out-
of-sample precision and recall by comparing model-generated seal lo-
cations with those from the consensus of two experienced human ob-
servers on five novel scenes. First, test scenes were independently
counted by two observers with experience surveying seals in Antarctica
and using high resolution imagery (hereafter ‘observer 1’ and ‘observer
2’). When looking for seals, observers followed a standardized counting
procedure using a grid search system with 2 km×2 km grid cells that
were each exhaustively searched for potential seals. To create a con-
sensus seal dataset for testing model performances, we started with seal
points flagged by both observers. Points flagged by a single observer,
after stripped of observer ID, were independently reviewed by both
observers, adding further seal points where both observers agreed upon
to the consensus dataset.

Prior to model predictions on the test set, test scenes are tiled out
into patches, with a 75% overlap between neighboring patches.
Whenever multiple model predictions from overlapping tiles output
seal centroids within 1.5 m of each other, the centroid with the highest
heatmap intensity value is kept and the remaining centroids are dis-
carded. Our test set (Fig. 5) includes a pair of scenes over pack ice, with
high (1.16 seals/km2) and low (0.51 seals/km2) seal densities, a pair of
scenes over fast-ice, with high (4.06 seals/km2) and low (0.30 seals/
km2) seal densities and a scene without seal detection by the observers.
Apart from variations in seal density, test scenes were chosen to emu-
late scenarios likely to impact seal detectability, such as off-nadir angles
and lighting conditions.

Fig. 4. SealNet architecture. The CNN takes in a patch as input, generates an occupancy probability and a seal count with peripheral branches, and reconstructs a
heatmap for pixel-wise probability of being a seal centroid. Predicted seal centroids are determined outside of the CNN by finding the n largest intensity peaks on a
patch, where n is the regressed seal count for that patch multiplied by a Boolean (0 or 1) indicating whether the occupancy probability for that patch surpasses a
predefined threshold.
Model output is displayed in bold. Satellite imagery (upper left) copyright DigitalGlobe, Inc. 2019.

4 https://github.com/iceberg-project/Seals/blob/paper/SealNet_code/
deploy_sealnet.ipynb.
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Fig. 5. (a–e) Satellite imagery representing the test set. Test set scenes are not included in training or validation sets and serve as way to get out-of-sample precision
and recall over a range of scenarios that we are likely to encounter at deployment stages. Scenes a and b have seals over fast-ice, with low and high densities,
respectively. Scenes c and d have seals over pack ice, with low and high densities, respectively. Scenes e covers Antarctic coastline landscape without seals. All test
scenes were obtained between February and March 2017 at the locations specified in the Antarctic continent thumbnail at the lower right of the panel.
Antarctic basemap extracted from Quantarctica (Matsuoka et al., 2018). Satellite imagery copyright DigitalGlobe, Inc. 2019.
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2.7. Model evaluation

To test the SealNet architecture, precision and recall obtained on
test and validation sets with the full model are compared to those ob-
tained with two simplified variants: i) the original U-Net architecture,
trained only on heatmap matching; and ii) U-Net with a branch for
counting. Due to the lack of a regression layer, counts on the original U-
Net are obtained by applying a sigmoid transformation to the heatmap,
thresholding sigmoid transformed values by 0.1 (i.e. any value lower
than 0.1 is set to 0) and summing over all cells. Pure regression CNNs
(e.g., CountCeption [Cohen et al., 2017]) were not tested here because
the lack of input image sized heatmaps for counts hampers localization
and makes it difficult to match predicted centroids to ground-truth
centroids. Finally, due to the relatively small size of our training set, the
potential for improvement by acquiring more training data is in-
vestigated with a learning curve: we train our models with increasingly
larger subsets (n=100, n=300, n=1000, n=3000, n= 10,000 and
n=30,000) of our training set for 15 epochs and plot highest valida-
tion F1 scores – measured on the full validation set – against training set
size. To maintain equal representation between training classes while
generating the learning curve, training set subsets were sampled,
without replacement, from the full training set using a weighted sam-
pler. Though there are too few training images in some classes (e.g.,
Weddell seals, n=981) to keep classes balanced at the largest subset
(n=30,000), the weighted sampler draws images with replacement.
This ensures that, though the full training set itself may not be ba-
lanced, batches of training images still have equal class representation.
Apart from the reduced number of epochs (75 vs. 15), CNNs on reduced
training sets were trained with the same hyperparameters as their
counterparts trained on the full training set.

3. Results

3.1. Validation

SealNet, with added branches for counting and occupancy, attained
0.887 precision and 0.845 recall at our validation set, outperformed
base U-Net (precision=0.250, recall= 0.993), but was slightly out-
performed by U-Net+ count (precision=0.897, recall = 0.853)
(Fig. 6a). Adding a counting branch to U-Net, when compared with
heatmap thresholding approach, improved precision at our validation
set more than threefold, at the cost of a small decrement in recall.
Adding an occupancy branch to U-Net+ count caused a slight decrease
in precision and recall at our validation set. Our validation metrics for
SealNet use an occupancy threshold of 0.1 (i.e., patches with a

predicted occupancy probability lower than 0.1 are discarded by the
model), which can be tuned to tradeoff recall for precision and vice-
versa. The learning curve for SealNet (Fig. 6b) shows that validation F1
score increases as we add more training data, suggesting that adding
new samples to our training set would be very beneficial to model
performance.

3.2. Testing

Combining results from all five test scenes (Fig. 5) and comparing
the results with consensus counts from two human experts, SealNet
outperforms U-Net+ count on F1 score, while both CNN architectures
get better precision and recall than U-Net (Table 2). When deployed on
an empty test scene (Fig. 5, subpanel e), SealNet was the only archi-
tecture to not produce a single false positive; U-Net produced 26 false
positives and U-Net+ count produced a single false positive. When
aggregating predicted seals by group (using a 20-meter distance cri-
terion to define group membership), U-Net+ count has a superior re-
call on finding lone seals than the other two architectures (0.311 vs.
0.230 [SealNet] and 0.196 [U-Net]) on lone seals, while SealNet is
superior on finding seals inside groups from 3 to 5 seals and more than
10 seals (Fig. 8a). Groups with a small number of seals were far more
prevalent in our test scenes (Fig. 5) than larger ones (Fig. 8b).

3.3. Human observer performance vs. CNN performance

When compared with a consensus review from both human ob-
servers, individual human observers made a considerable number of
mistakes and were inconsistent across different scenes (Table 2, see
Observer 1 and 2). Even so, human observer outperformed the CNNs
tested in this analysis but at the expense of considerably more proces-
sing time (Table 2).

4. Discussion

4.1. CNN performance

Even with a relatively small training set (Table 1), weakly-su-
pervised training samples and a test set with only 1168 seals distributed
over 150,000 non-overlapping patches, our pipeline often produces
reasonable predictions, including unmistakable seals missed by our
double-observer count (Fig. 7). In contrast with typical usages of deep
learning for RSISU, which rely on bounding box based approaches (e.g.
YOLO [Redmon et al., 2015]), we explore instance-based approaches,
in the form of U-Net variants, for object detection in remote sensing
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Fig. 6. (a) Validation performance: Validation precision and recall reported here are the highest obtained for 75 training epochs. Predicted seal centroids are
considered true positives if their location is within 5 pixels of a manually annotated seal centroid. (b) Learning curve for SealNet: Top validation F1 score obtained
during training epochs is displayed for SealNet instances trained on increasing large random subsets of our training set. Training set subsets are generated using a
weighted sampler that ensures a similar class representation regardless of the number of training samples on a subset.
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scenes. Apart from requiring lower annotation effort (i.e. centroids vs.
bounding boxes), our approach excels at object localization with little
to no post-processing non-maximum suppression efforts. Similar to Le
et al. (2019), this work highlights the potential for weakly-supervised
approaches on remote sensing tasks.

When compared with test set counts from our double-observer
consensus set, our most sensitive model finds over 35% of seals, gen-
erating 1321 false positives, while our most precise model finds 30% of
seals, generating 604 false positives. Perhaps due to the lower in-
formation content, seals hauling out by themselves were more often
missed by the CNNs than those in larger groups (Figs. 7, 8a). Although
group size had a profound impact on recall (Fig. 8a), effects were not

consistent across our 3 model architectures. These variations can be
used to divide predictions between different models (e.g., U-
Net+ count on small groups and SealNet on large ones), model de-
tection errors and, in semi-automated pipelines, highlight predictions
that will require more attention from human observers. SealNet pre-
dictions are still not as reliable as those obtained by an experienced
human observer. However, using our pipeline, with a single modern
GPU, is over 10× faster than counting by hand. While similar studies in
wildlife samples from aerial or VHR imagery like Salberg (2015) and
Xue et al. (2017) report higher performance scores, the first uses aerial
imagery, with far superior spatial resolution, and the second relies on
expert opinion for inference, in contrast to our fully automated

Table 1
Training set classes. For each of the first 10 classes, patches were manually annotated on WV03 imagery following the annotation method listed for that label.
Training patches under the ‘shadow’ label were extracted using an early iteration of SealNet to find seals on scenes without seals. Note that the total number of scenes
is smaller than the added number for all labels, since there are often several different labels in a single scene.

Class label Annotation method Number of patches Number of scenes

Crabeater 1 patch centered on each individual seal 4238 6
Weddell 1 patch centered on each individual seal 981 15
Emperor Array of patches with 10m gaps over colony 7124 19
Marching-emperor 1 patch centered on each penguin line 1064 18
Pack ice Array of patches with 100m gaps over area 17,771 10
Ice-sheet Array of patches with 100m gaps over area 20,694 9
Glacier Array of patches with 100m gaps over area 5762 4
Crack Array of patches with 100m gaps over area 1449 4
Rock Array of patches with 100m gaps over area 4836 6
Open-water Array of patches with 100m gaps over area 11,799 5
Shadow Extracted from CNN output in scenes with no seals 10,766 18
Total – 86,483 52

Fig. 7. Sample SealNet output. Panels true-positives (light-blue circles) false negatives (orange arrows) and false positives (orange open circles), by a double-observer
consensus (upper panel) and SealNet (lower panel). Examples, from left to right, show a case where both SealNet and the consensus set locate seals faultlessly, a case
where SealNet outperforms the consensus set, a case where it underperforms the consensus set. Crops were extracted at 1:500 scale from the test scenes b, c and d,
respectively (Fig. 5). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Satellite imagery copyright DigitalGlobe, Inc. (2019).
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pipeline. Moreover, both use less rigorous testing than demonstrated
here for SealNet (i.e. small test sets, cross-validation on the training set,
overlap between training and testing scenes).

There are large differences between validation (Fig. 6a) and test
performance metrics (Table 2), with test performance showing dra-
matically lower precision and recall. This outcome may be explained by
the relatively small size of our validation set (8715 patches across 49
scenes) and by the small number of test scenes (n=5), which may have
caused our validation set to be insufficiently representative of the
problem at hand (i.e. finding seals in WV03 scenes from the Antarctic
coastline) and/or our test set to be a biased sample of typical Antarctic
scenes. Similar to results from Aich and Stavness (2018), combining
heatmap activation to counting by regression output improves precision
and recall (Fig. 6a). Besides greatly improving precision at the cost of
some recall at our chosen threshold of 0.1, our occupancy branch gives
us flexibility to tradeoff precision and recall by picking more strict or
lenient threshold values. Learning curve results (Fig. 6b) suggest that

acquiring more training data can lead to substantial improvements in
prediction accuracy, though we caution that our validation set may not
be sufficiently representative of future test settings.

Similar to other ecological sampling settings with aerial imagery
(Brack et al., 2018; Kellenberger et al., 2018), empty patches pre-
dominate in our test set, outnumbering those with seals by a factor of
500 – which is aggravated by our use of overlapping patches. Though
the pervasiveness of false negatives and false positives in our model
output calls for adequate statistical treatment before making any in-
ferences about seal populations (e.g., Miller et al., 2013; Pillay et al.,
2014), raw model output can also serve as an attention map for human
observers, facilitating manual annotation. Besides being immediately
applicable to semi-automated pack-ice seal surveys, lower annotation
effort speeds up the acquisition of training data, which, as indicated by
our learning curve (Fig. 6b), may boost prediction performance enough
to bridge the gap between fully-automated approaches and manual
surveys. When considering the performance of an automated
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Fig. 8. (a) CNN performance on different group sizes. Recall values are extracted by measuring the proportion of ground-truth seal points on specific sized haul outs a
model can recover. (b) Test group size distribution. The y-axis shows the proportion of seals across all test scenes that are located in groups of size x.

Table 2
Test performance. Predicted count, precision and recall using all model variants are shown for scenes a–d. We only include a predicted count for scene e because we
cannot get meaningful precision or recall scores without ground-truth seal points. Performance metrics are obtained by comparing model predicted seal locations
with a consensus review from two experienced human observers. Patch counts reflect a stride that keeps a 75% overlap between neighboring cells (see Fig. 2).

Model architecture Scene a Scene b Scene c Scene d Scene e

Consensus count: 106 Consensus count: 732 Consensus count: 282 Consensus count: 48 Consensus Count: 0

Patches: 127,964 Patches: 127,332 Patches: 138,308 Patches: 78,334 Patches:173,340

SealNet Count: 57 Count: 809 Count: 58 Count: 33 Count: 0
Precision: 0.492 Precision: 0.344 Precision: 0.519 Precision: 0.324 –
Recall: 0.277 Recall: 0.377 Recall: 0.133 Recall: 0.224 –

U-Net Count: 461 Count: 4865 Count: 906 Count: 246 Count: 26
Precision: 0.049 Precision: 0.049 Precision: 0.0.073 Precision: 0.032 –
Recall: 0.207 Recall: 0.319 Recall: 0.223 Recall: 0.163 –

U-Net+ count Count: 191 Count: 1267 Count: 139 Count: 131 Count: 1
Precision: 0.179 Precision: 0.240 Precision: 0.430 Precision: 0.134 –
Recall: 0.315 Recall: 0.402 Recall: 0.226 Recall: 0.353 –

Observer 1 Count: 50 Count: 1321 Count: 299 Count: 45 Count: 0
Precision: 0.641 Precision: 0.527 Precision: 0.569 Precision: 0.639
Recall: 0.373 Recall: 0.777 Recall: 0.593 Recall: 0.613

Observer 2 Count: 168 Count: 732 Count: 218 Count: 72 Count: 1
Precision: 0.580 Precision: 0.635 Precision: 0.533 Precision: 0.527
Recall: 0.784 Recall: 0.635 Recall: 0.437 Recall: 0.716
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classification pipeline, it is worth highlighting that there is a compre-
hensive literature on statistical methods for dealing with observation
errors in wildlife surveying (e.g., McClintock et al., 2015; Miller et al.,
2013, 2011), and the existence of high error rates does not ipso facto
preclude unbiased or reliable population estimates. While the vast
majority of high spatial resolution imagery for the Antarctic is focused
on terrestrial areas, there are no technical barriers to repeated sampling
of key marine regions, and the development of a well-structured sam-
pling regime for pack-ice seals could enable global population estimates
on an yearly basis.

Besides exploring hyperparameter space and adding more training
samples, predictive performance could be improved by adding en-
vironmental features as additional inputs to the CNN. This approach,
akin to a habitat suitability model, takes advantage of the fact that all
our training and input imagery is georeferenced and may be coupled
with several biologically relevant measurements associated with seal
presence/density in previous studies such as sea ice characteristics,
bathymetry, water temperature and distance to shelf-break (Ballard
et al., 2012; Bengtson et al., 2011; Bester et al., 2002b; Nachtsheim
et al., 2017). Integrated habitat suitability and detection models pro-
vide a promising path forward and would likely improve classification
accuracy while potentially informing on seal habitat selection and haul
out patterns.

4.2. A path forward for a Southern Ocean pack-ice seal monitoring program

Past large-scale pack-ice seal surveys, both ship-based (e.g.,
Erickson and Hanson, 1990) and aerial based (Gurarie et al., 2016),
have provided initial clues on pack-ice seal distribution and population
sizes. These estimates, unavoidably, rely on data aggregated from dif-
ferent sampling methods (e.g., Bengtson et al., 2011; Gurarie et al.,
2016) and from broad and discontinuous time windows (e.g.,
Anonymous, 1997; Erickson and Hanson, 1990), or require an extra-
polation for the entire coastline using seal density estimates derived
from a single region (Erickson and Hanson, 1990). Though mitigated by
increasingly sophisticated statistical treatment, we argue that these
limitations, due to the substantial expenditure required for Antarctic
surveys, are inherent properties of sampling method choices. As our
pilot study illustrates, satellite-based surveys, aided by automated de-
tection with CNNs, can overcome these difficulties and provide large-
scale pack-ice seal censuses, using a single sampling design which can
be repeated yearly at spatial scales that cover a representative sample of
the Antarctic coastline.

This paper represents the first step towards a regular, cost-effective,
pan-Antarctic seal monitoring program. Apart from algorithmic im-
provements and more training data, our pipeline would greatly benefit
from a test set that is paired with concurrent observations by a ground-
based observer or aerial photographs. A comprehensive pack-ice seal
census would provide key information to understand how the SO eco-
system will react to threats such as climate-change-driven sea ice loss
(Lee et al., 2017) and increasing krill fisheries (Nicol et al., 2012). An
automated tool to survey pack-ice seals allows us not only to get a
better idea about their abundance and long-term trends, but also how
their distribution is coupled to environmental features (e.g., sea ice
conditions) or affected by external drivers (e.g., krill fisheries). This
approach can be easily adapted for counting other large-bodied species
visible from high spatial resolution satellite imagery, and we have
provided the code to encourage other researchers to adapt the pipeline
for their needs.
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